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Abstract
Social media in�uencers often have a disproportionate importance to the spread of online information and
mis/disinformation. One method of utilizing this in�uence is through ‘spotlighting’ smaller accounts, directing
unusually high amounts of attention to accounts not used to having a large in�uence. Using a mixed-methods
approach we examine the impacts that this spotlight has on the subsequent behavior of accounts who were
spotlighted for Twitter posts in the early stages of the Covid-19 pandemic. We found that accounts that were
spotlighted were more likely to post after being spotlighted, though this e�ect was not persistent and did not
boost original content production. We also found that spotlighted accounts were signi�cantly more likely to
alter their self-presentation through updating their “bio” after a spotlight, and in a case study of a
repeatedly-spotlighted account that these changes tended to increase speci�c veri�able associations and
topic-relevant descriptors while more general descriptors were dropped.

Introduction
Misinformation and disinformation on social media present a signi�cant challenge to 21st-century society,
weakening our responses to crises in public health (Puri et al., 2020) and climate change (Lewandowsky, 2021),
while weakening trust in democracy (Center for an Informed Public et al., 2021). Signi�cant amounts of
disinformation have previously been shown to originate from a handful of highly in�uential accounts (Benkler
et al., 2020; Center for an Informed Public et al., 2021; Center for Countering Digital Hate, 2021). One
common dynamic that in�uencers also use to shape online conversations is by ‘spotlighting’ small accounts,
bringing them disproportionate amounts of attention. In this study, we examine social media posts on Twitter
during the early stages of the coronavirus pandemic to see what the e�ects of this spotlighting behavior are on
spotlighted accounts, which is essential for understanding the implications of such behavior by in�uencers.



After an overview of the relevant literature, this paper explains its three central research questions and the
mixed-methods approach used in this study. Then the paper explains the results of each of the primary research
questions and discusses the implications of these results and what they might mean for future research in this
area.

Background
Contextual Event Background
This study examines posts made during the early stages of the global coronavirus (Covid-19) pandemic. The
coronavirus (SARS-CoV-2) pandemic started in the �nal months of 2019, with an initial outbreak in the city of
Wuhan, China. The pandemic spread worldwide and has killed millions of people. Misinformation and
disinformation about the coronavirus have spread widely since the beginning of the pandemic (Fleming, 2020).
Often, misinformation came from in�uential leaders, such as U.S. President Donald Trump (Niburski &
Niburski, 2020) and Brazilian President Jair Bolsonaro (Ricard & Medeiros, 2020). The World Health
Organization declared an ‘infodemic’ accompanying their declaration of the SARS-CoV-2 pandemic,
recognizing the extensive problem misinformation about this topic presents (World Health Organization et al.,
2020). Furthermore, given our examination of accounts that receive sudden increases of attention, studying an
information environment where many are not sure of authoritative sources to follow (since many were likely not
closely following public health and epidemiology experts prior to the coronavirus pandemic) is particularly
interesting for this research. Note, this aspect of the information environment being uncertain is somewhat
similar to those seeking information in crisis events (Vieweg et al., 2010), although a potentially notable
di�erence is the ongoing nature of this crisis contrasts with acute crisis events like an earthquake or a terrorist
attack (Starbird et al., 2014)..

Platform Background
Twitter is a major social media/microblogging platform built around short text posts, which optionally include
hyperlinks, images, or videos. Accounts can interact with each other by “favoriting”/“liking” other accounts’
content, “retweeting,” i.e. reposting other accounts’ posts without commentary, “quote-tweeting,” i.e. reposting
other accounts’ posts with additional commentary, or “replying,” i.e. commenting on another account’s post.
Within posts, accounts can also interact with informal communities and other accounts via hashtags (prefaced
with #) and @-mentions, respectively (Burgess & Baym, 2020). Twitter is often used for quickly attaining
information about current events, and has also historically been used for information-seeking in a variety of
highly sensitive cases including natural disasters (Vieweg et al., 2010).

Research Background
Social media in�uencers have been a fruitful area of study for years. Recent research has shown that social media
and in�uencers are critical information sources for many (Brady et al., 2017; Igwebuike & Chimuanya, 2021).
Further, signi�cant amounts of research both within misinformation contexts and outside of misinformation
contexts have shown that in�uencers signi�cantly impact what information spreads on social media (Igwebuike



& Chimuanya, 2021; Lo�t, 2020). These can be quite negative and misinformation-spreading, as has been
shown in election (Center for an Informed Public et al., 2021) and vaccine contexts (Center for Countering
Digital Hate, 2021). However, other in�uencers do attempt to combat misinformation and spread true, reliable
information online (Ezzat, 2020; Lavorgna et al., 2018). In�uencer endorsement of information can also confer
legitimacy, as information from known sources appears more credible and truthful (Brady et al., 2017;
Igwebuike & Chimuanya, 2021).
This work is focused most similarly to the recent paper by Gurjar et. al. on popularity shocks (Gurjar et al.,
2022). Like this work, we are interested in seeing how account behavior is altered after sudden bursts of
attention. This work found that on their multimedia platform of study, that attention shocks only changed user
behavior in the short term, and that users had di�culty in getting this increased attention to persist. They also
found that users tended to engage more with the platform after an attention shock. The work here seeks to
corroborate this study as to whether accounts also tend to engage with the platform more after being
spotlighted, while also examining whether accounts make longer-lasting changes in their self-presentation after
such an event.

Questions
Given the previous research on this topic, we identi�ed four research questions that we were interested in
studying, related to account behaviors after being spotlighted.
RQ1 [Engagement]: Do accounts post more after being spotlighted, in response to this sudden increase in
attention?
RQ2 [Original Content]: After a spotlighting event, do those spotlighted create more original content?
RQ3 [Self-Presentation: Quantitative]: After a spotlighting event, do accounts alter how they present
themselves on social media platforms?
RQ4 [Self-Presentation: Qualitative]: After being spotlighted, what sorts of changes might an account make
to how it presents itself?

Methods
In order to study these questions, we used a mixed-methods approach of both quantitative and qualitative
methods. For RQ1, RQ2, and RQ3, we used Bayesian modeling as described in (van de Schoot et al., 2021), in
order to see whether being after a spotlight e�ect has a signi�cant di�erence to the measured phenomena. More
speci�cally, we rely on a Bayesian model of a negative binomial distribution as this is the most appropriate
distribution for level of posting, since there is a long tail of posting behavior (some accounts post extremely high
amounts relative to the normal engagement level of accounts), and it is not possible to have negative posts
(meaning that a normal distribution would be inappropriate) for RQ1 and RQ2. For R3, since we are modeling
a probability function (i.e., the likelihood that an account would update their self-description), we use a beta
distribution as our baseline distribution for our Bayesian model. For R4, a grounded, qualitative approach
where the author read over each description used by the account and cataloged each change made was used
(Charmaz, 2012).



Datasets
To get data for the study, two APIs provided by Twitter were used. First, since January of 2020 the Center for an
Informed Public has collected a database of Twitter posts relating to the coronavirus pandemic, through using
Twitter’s Streaming API. Using this data, we looked at posts containing the case-insensitive substring “covid19”
between April 15 and June 1, 2020, and constructed 3 separate sample groups. First, we created a random
control group sample, random, which consisted of 500 random tweets containing “covid19” in that time period.
We then created a group of highly-retweeted tweets from accounts which typically get large amounts of
attention, popular. This consisted of the 500 most-retweeted tweets where the account’s lowest recorded
follower account was greater than half of the amount of retweets the post received. Finally, our population of
most interest, spotlight, consisted of the 500 most-retweeted tweets where the number of retweets was over
double the account’s minimum number of followers in the time interval. Also, to make sure that our samples
were roughly occurring in this time interval (rather than older, ultra-popular tweets which continued to be
reposted long after their origin), we required at least 25% of the retweets of the post to have occurred in the
interval. We use two controls here for our spotlight position, to make sure anomalies of this group in our
�ndings are unique to spotlighted accounts both compared to the general account population on Twitter and
compared to other accounts also getting attention.
While the data collected through this API was su�cient for answering RQ3 and RQ4, we needed to collect
more data in order to answer RQ1 and RQ2 since we did not have full platform engagement data for the
accounts in each sample. From March-April of 2022, we used Twitter’s Academic Historical API to collect the
complete timelines (public posts) of each account in these sample populations: 325 popular accounts, 490
spotlight accounts, and 499 random accounts (these numbers are less than 500 for a variety of potential reasons
including: duplicate tweets from the same account, accounts that were deleted, accounts that were suspended, or
accounts that were since made private). Accounts were then �ltered to remove accounts who were tweeting at
highly abnormal rates (more than 200 tweets per day).

Limitations and Ethical Considerations
This study has several limitations which are important to acknowledge. First, we are only looking at accounts
spotlighted in one context, that of the early stages of the coronavirus pandemic. Spotlighting occurs in a variety
of contexts, but since we are only looking at spotlights in one event it is possible that the �ndings of spotlighted
behavior here are not generalizable to spotlighted accounts in other contexts. Second, our study only focuses on
Twitter, a platform which does not represent the broad spectrum of social media platforms (Tufekci, 2014).
Third, while we are most interested in spotlighting caused by in�uencers, detecting this particular e�ect is at
present challenging. Instead, we are using a proxy of tweets which receive disproportionate amounts of
attention, which is often a result of in�uencer highlighting, but these are not exactly equivalent measurements.
To reduce the potential for harm as a result of this research, all accounts described in this paper are anonymized
and almost all results are only reported in aggregate. The one exception, that of historical biographical data in
answering RQ4, is a veri�ed account which at the time of writing has signi�cantly over 700,000 followers and is
someone who is easily considered a public �gure. Accounts which helped in spotlighting this account are



similarly large, in�uential accounts who have been previously publicly written about in research contexts so
including them here is minimally harmful.

Results

Engagement
Using the Bambi Python library (Capretto et al., 2022), we used a Bayesian, Negative Binomial GLM to
estimate the e�ect of spotlight on engagement while controlling for activity prior to the spotlight and variation
in individual account tendencies to tweet, across our three groups. We �t this Bayesian model to our engagement
data for a time window of both 2 and 14 days before and after the spotlighting event (or corresponding
centering tweet for our two control groups), from which we calculate the measured tweeting behavior change of
each account group, in order to answer RQ1. Note, this and subsequent models of engagement data, we only
included accounts which had been active at least that number of days before and after, in order to avoid biasing
the data to overweight the after data due to some accounts being spotlighted or sampled very shortly after being
created.

Figure 1: A density plot for the estimated increase in tweets in the two days after a spotlighting event for accounts in
each sample population compared to the two days prior to the spotlighting event. This and subsequent density plots

are generated with ArviZ (Kumar et al., 2019).

Sample Population Mean Standard Deviation HDI-3% HDI-97%

Popular 7.113 1.526 4.321 10.027

Spotlight 12.56 1.513 9.903 15.533

Random 0.368 1.11 -1.674 2.42



Table 1: A table of measurements for modeled values for the increase in tweeting behavior two days after the
spotlighting event (or equivalent) for each sample. Negative values mean a decrease in engagement.

While we see that the 94% credible intervals of the popular and spotlight intervals slightly overlap, there is a
signi�cant increase of both groups over the random population in platform engagement in the two days after
the spotlighting or corresponding event, and the mean estimate for the spotlighting sample is also signi�cantly
more of an e�ect than that of the popular sample. This would indicate that spotlighting does tend to increase in
the short term platform engagement.

Figure 2: A density plot for the estimated increase in tweets in the fourteen days after a spotlighting event for
accounts in each sample population compared to the two days prior to the spotlighting event.

Sample Population Mean Standard Deviation CI-3% CI-97%

Popular 18.81 6.767 6.858 31.835

Spotlight 27.101 4.321 19.945 36.113

Random -1.006 5.23 -11.425 8.301

Table 2: A table of measurements for modeled values for the increase in tweeting behavior fourteen days after the
spotlighting event (or equivalent) for each sample.

If we expand our interval to 14 days before and after the spotlighting event, we see this e�ect still exists but is
reduced. Since the time interval is multiplied by a factor of 7, we would expect that the engagement di�erence
would also be multiplied by 7 from the two-day model if this level of increased engagement persisted. Instead we
see an increase of only slightly over a factor of two, likely indicating an approximate return in engagement level
to that of their previous baseline. This corroborates the �ndings on a di�erent platform of user behavior after
popularity shocks, which showed these bursts of attention tended not to persist (Gurjar et al., 2022).



We also modeled using the same formula whether original posting on Twitter (i.e., non-replies and non-retweets)
increased in the two days after a spotlighting event compared to the two days before, to answer RQ2.

Figure 3: A density plot for the estimated increase in original tweets in the two days after a spotlighting event for
accounts in each sample population compared to the two days prior to the spotlighting event.

Sample Population Mean Standard Deviation CI-3% CI-97%

Popular 1.834 0.471 0.941 2.744

Spotlight 0.238 0.254 -0.239 0.72

Random -0.256 0.26 -0.729 0.23

Table 3: A table of measurements for modeled values for the increase in original tweeting two days after the
spotlighting event (or equivalent) for each sample.

We do not see a signi�cant bump for spotlighted accounts in terms of original engagement after being
spotlighted. This would indicate that the majority of the earlier-measured bump is coming from non-original
engagement, such as replies to other accounts (perhaps who already replied to them), or retweeting other
accounts.
While omitted for length concerns, we observe a similar lack of change to original engagement behavior for
spotlighted accounts on the 14-day interval.

Self-Description Changes
Again relying on Bayesian inference, we estimated the probability of a user updating their self-description before
and after spotlighting for each of our three sample populations. Our model treated self-description (or “bio”)
changes in each group as binomially distributed, with a generic, weakly informative prior (Beta(2, 2)). We use a



beta distribution as we are modeling the percentage of accounts in each group who change their bio in the time
period, and train a model with this distribution using PyMC3 (Salvatier et al., 2016). Note, only accounts with
at least one description captured in the two-week period before and after the event were included.

Figure 4: A violin plot of the estimated percentage of accounts in each group who on average would change their
account self-description, or “bio,” in the two week period before or after the spotlight/equivalent event. This violin plot

was made with Seaborn (Waskom, 2021).

Sample Total
Number
of
Accounts

Changed
before

Changed
after

Mean
Change
Di�erence
Modeled

Standard
Deviation

CI-3% CI-97%

Popular 277 37 36 -0.004 0.029 -0.062 0.045

Spotlight 300 41 77 0.118 0.031 0.059 0.177

Random 368 45 35 -0.026 0.023 -0.072 0.014

Table 4: Summary Statistics for the difference in accounts who changed their self-description in the two weeks after
the spotlight event compared to the two weeks before.

The accounts that are spotlighted are signi�cantly more likely to change their bio after the event than either
corresponding control group, and this di�erence only occurs after the event. We augmented our Bayesian
approach by additionally applying frequentist methods, and this approach yielded similar results. Speci�cally,
the spotlight group is not signi�cantly di�erent from either control group prior to the event (popular-spotlight
chi-square statistic of 0.0118 before, p-value of .91; spotlight-random chi-square statistic of .3049, p-value of
.58), but is quite signi�cantly di�erent after the spotlighting event (popular-spotlight chi-square statistic of
14.68 after, p-value of .00013; spotlight-random chi-square statistic of 30.91, p-value < .00001). Notably,



self-description changes, since a pro�le is persistent, might be a longer-lasting change for accounts that have been
spotlighted, potentially giving these events a longer staying power.

Spotlight Event and Self-Description Case Study
To more deeply understand how an account might alter its self-description after being spotlighted, we
conducted a case study of an account which was signi�cantly spotlighted in the early stages of the coronavirus
pandemic. In early January, this account stood at about 2,000 followers, which after a period of 48 hours grew to
over 40,000 (a 20-fold increase) due to a spotlighted, highly-retweeted tweet.

Figure 5: A cumulative plot of tweets engaging with this account’s highly-spotlighted tweet about the infectiousness of
Covid-19. The y-axis is the total number of tweets engaging with this post (retweets, quote tweets, and retweets of

quote tweets), and individual entries are sized based on the follower count of the engaging account. Overlaid is a plot
of the account’s followers over time, and each time when the account changed its self-description. This visualization

was generated with the Bokeh visualization library (Bokeh Development Team, 2018).

While the account has existed since 2009, up to that point the account had only accumulated around 2,000
followers. After posting a tweet which contained a quite high infectiousness estimate for the SARS-CoV-2
coronavirus, framed in a way designed to highlight the danger of such an infectious disease, the account began to
get signi�cant attention. Many in�uential accounts with hundreds of thousands of followers, including a
well-known actor, a technology blogger, a national opinion editorial columnist, and a major online alt-right
in�uencer helped to spotlight this account’s post. As it began to get traction, the account made its �rst
description alteration that we observed, adding “epidemiologist” to its description. Since the tweet that was
getting spotlighted was in reference to public health and epidemiology (by covering the infectiousness of a
disease which had the potential for becoming a pandemic), this self-description change helped make the account
more relevant to its currently spotlighted content. Similarly, at this time the account added “still Harvard SPH
[School of Public Health] scientist” - while it had previously listed Harvard as an ex-a�liation, the account
added a signal that the account was still associated with a well-known institution, likely further attempting to



add legitimacy for the account to comment on such issues. Approximately forty minutes later the account made
its second observed change to its self-description, where it added “NYT featured whistleblower” to its
description. Again, given that the original post was framed in such a way as to be raising alarm for an
underappreciated crisis, this helped to give the account more credibility for its newly-spotlighted content.
Shortly after this we see the �rst major retweets of claims casting doubt on the original post, though content
engaging with this post that is both supportive and critical continues to rapidly spread. Right after this �rst
check, we also see the account make its �nal description change in the immediate interval of this �rst spotlighted
tweet, where they further reframed their a�liation with Harvard to remove the “ex” descriptor entirely, again
making this account potentially seem more credible. Notably, some of the accounts (in particular the alt-right
in�uencer) then engaged with the post again more skeptically, amplifying criticisms.
The account continued to rapidly grow over the course of the pandemic, though at not quite the same
breakneck pace as during this 48 hour period. By the end of 2020, the account had amassed well over 300,000
followers, and at the time of writing this was over 720,000. The account also kept making modi�cations to its
self-description, as our lab recorded 150 changes made to the self-description over the course of 2020.
Also of note, the account continued to be ampli�ed by in�uential accounts with millions of followers, but some
of the largest, later accounts do not signi�cantly increase the rate of engagement with the post. This could be
due to a number of factors, including that the amplifying accounts tend to tweet in other languages than the
account spotlighted, that the communities they reach had already been exposed to this content through other
in�uencers, that the account’s followers tend to not reliably engage with this account, among other explanations.

Figure 6: A graph of the account’s follower count over the course of 2020. Each dot represents the first time that our
research captured a new self-description for the account. Visualization generated in Google Sheets.

In qualitatively coding the account’s self-description changes, we saw a variety of emergent categories of
self-description the account utilized. These included broad career markers and descriptors (e.g.
“Epidemiologist”), concrete institutional a�liations (e.g. “Harvard ‘07”), notable experiences of the account
owner (e.g. “whistleblower”), and other markers of beliefs, identity, or miscellaneous experiences that the
account felt important (e.g. “#Biden,” or “RoomRater 10/10”). Understanding the reason for each shift is not



something we were able to investigate, but as the account grew there was a general trend to reduce the number of
broad descriptors and add more concrete, veri�able institutional a�liations.

Discussion
From this study, we see that accounts which see sudden spotlights, or abnormally large bursts of attention, do
have some behavioral alterations. They are far likelier to update their self-description in this time, and increase
the amount they engage with the platform in the short term. However, on average this increased engagement is a
short-term phenomenon, and accounts return to their baseline fairly quickly. More research is needed to
understand what sort of changes are made in self-presentation, beyond the illustrative case study provided.
Further, while the e�ects of being spotlighted, for most accounts, might be relatively transient (as our
engagement results illustrate), focusing on those for whom this does signi�cantly alter subsequent behavior and
in�uence (as in the case study above) should be a priority for research.
Understanding what makes some spotlights “work” is also an important question for future research. In the case
study, we see the two largest amplifying accounts get involved quite late, with a comparatively small engagement
boost after their ampli�cation. Understanding why these ampli�cations, despite their large potential audiences,
create a small e�ect compared to the earlier ampli�cation by smaller (but still in�uential) accounts would be
interesting to pursue in future research.
Additionally, platform trace data as used here is useful for understanding how spotlighting impacts account
behavior, but it is insu�cient for fully understanding the impact on users. People whose content has gained
unexpectedly large amounts of attention on Twitter, both from content originating on and o� the platform,
have described the experience as disorienting and overwhelming (Armstrong, 2022; Cecire, 2015). These
anecdotal examples were written about as mostly unwelcome, or at least not positive. However, there are other
accounts who highlight when they are spotlighted by in�uential accounts, or, in the case study above, use their
spotlighting as a way to kickstart their role as a highly in�uential account on topics of epidemiology and public
health. Understanding what makes some users celebrate this experience of their accounts being spotlighted,
while others �nd it unpleasant, would be valuable for understanding this dynamic further. More bluntly, this
study’s methods and �ndings are useful for studying account behaviors, as we are able to measure these on the
platform directly; it is less useful for understanding the impact of spotlighting on users, the actual people who
are behind the accounts being spotlighted, as getting to their emotions and intent is only possible through proxy
data and impressions of which they leave digital records.
Finally, looking longer-term at the results of being spotlighted, particularly for accounts which do maintain an
increased level of in�uence after this spotlight, would be a valuable area for future research. When an account is
ampli�ed by a far larger account, this necessarily exposes them to far larger audiences, which likely is not
composed of the exact same makeup of communities that their prior audience was made up of. This is central to
Schattschneider’s arguments of con�ict expansion in political science (Schattschneider, 1960), but on social
media in this context it would be interesting to see the degree to which mutual reshaping of spotlighted accounts
occurs, i.e. if a spotlighted account becomes more like the original beliefs of the audiences an account acquired
while spotlighted, if the audience becomes more like the prior alignment of the spotlighted account, or some
sort of mutual interaction.



Conclusion
In this mixed-methods study, we examined the impact that spotlighting, or sudden bursts of abnormally large
amounts of attention accounts experience, has on their subsequent behavior on Twitter. We found that
accounts are likely to post more on the platform after being spotlighted, but that increase only lasts for a short
amount of time and is not present for original content. Additionally, spotlighted accounts are likely to update
their self-presentation, and for a prominent, repeatedly-spotlighted account these changes including adding
credibility signi�ers for the topic of their spotlighted content and, over time, increasing the number of concrete,
veri�able associations listed in the account’s self-description. This helps researchers to better understand the
impacts of spotlighting on modern social media systems, which will be essential for addressing issues like mis-
and disinformation.
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