Abstract—A novel method for detecting the average speed of traffic from non-stationary aerial video is presented. The method first extracts interest points from a pair of frames and performs interest point tracking with an optical flow algorithm. The output of the optical flow is a set of motion vectors which are \( k \)-means clustered in velocity space. The centers of the clusters correspond to the average velocities of traffic and the background, and are used to determine the speed of traffic relative to the background. The proposed method is tested on a 70-frame test sequence of UAV aerial video, and achieves an average error for speed estimates of less than 12%.
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I. INTRODUCTION

Traffic monitoring technologies provide information that is critical to improving the efficiency and safety of roadway transportation. For instance, information on traffic flow rate or vehicle density can be used to mitigate roadway congestion by dynamically routing vehicles away from congested areas. In general, intelligent transportation systems (ITS) have the potential to improve transportation delays, roadway safety, and energy efficiency [1].

Compared to traditional methods, roadway monitoring with unmanned aerial vehicles (UAV’s) has several advantages. Traditional methods of roadway surveillance include in-roadway sensors (e.g., pneumatic road tubes or inductive loops), as well as over-roadway sensors such as fixed video cameras [2]. In contrast to the traditional surveillance methods mentioned above, UAV’s can both monitor a large continuous stretch of roadway, and focus in on a specific road segment. Fixed cameras need to be placed in a dense configuration in order to have similar surveillance coverage, which may not be cost effective [3] [4]. For roadway incidents, UAV’s can be used to provide rapid assessment and reconnaissance of the incident site for emergency response teams [4]. For data collection, aerial footage taken by UAV’s can be used to perform vehicle tracking, as well as collect a variety of statistics such as traffic density, average annual daily travel, and estimated travel time [5].

In this work, we propose a method to detect the average speed of traffic streams from aerial UAV footage, where a traffic stream is defined as a continuous sequence of vehicles traveling with similar speed and direction. Specifically, we extract Shi-Tomasi interest points [6] from a region of interest (ROI) in a pair of frames, and extract the motion of the interest points with a pyramidal Kanade-Lucas algorithm for optical flow [7] [8]. With the motion vectors from the optical flow algorithm as input, we cluster the interest points in velocity space to identify the cluster centers. Since vehicles in a traffic stream generally have similar speed and direction, the centers of the velocity clusters naturally correspond to the average speed of the traffic stream.

The remainder of the paper is organized as follows. Section II describes previous work related to traffic analysis and vehicle detection with UAV aerial footage. The details of the proposed method for speed detection is covered in Section III, and includes discussions of interest point extraction, optical flow, and \( k \)-means clustering. Experimental results for the proposed method are presented in Section IV, and we conclude with a summary of the paper and a discussion of future work in Section V.

II. RELATED WORK

Extracting traffic information from UAV videos is an area of active research in transportation engineering. For instance, recent work has included road detection and incident detection [5] [9], AADT analysis [4], and vehicle speed detection [10] [13]. Moranduzzo et. al. developed an approach for vehicle speed detection by finding correspondence between SIFT (Scale-Invariant Feature Transform) features across video frames [10]. Similarly, Zhang et. al. used SIFT with RANSAC (Random Sample Consensus) to deal with image registration, and a separate process to perform vehicle tracking and speed estimation.

While the approaches described above satisfy correctness, brute force methods for feature correspondence are inefficient and scale in at least \( O(n^2) \) time with the number of features. In comparison, we should expect a guided search to have better performance and scalability. In our approach, we apply an iterative optical flow technique that makes use of the spatial intensity gradient of the image to guide the correspondence search [7]. Optical flow-based speed detection has been applied successfully in the past when applied to cases where cameras are fixed [11] [12]. As for UAV videos, only one study yet successfully extracts traffic speed making use of optical flow [14]. However, image registration is still the main idea in handling camera motion. The processing speed of this method is
III. FRAMEWORK FOR SPEED DETECTION

The framework for the proposed speed detection method can be segmented into two separate steps, which are described in the sub-sections below. In the first step, interest points are identified in a pair of consecutive frames; we use interest points where the eigenvalues of the second-moment matrix are large, i.e., Shi-Tomasi features. The Kanade-Lucas optical flow algorithm is then used to track interest points between the frame pair. In the second step, the speed and direction of interest points on both vehicles and the background are used as input to a clustering algorithm. Once the clusters have been identified, we can extract the average motion of traffic streams by subtracting the means of traffic clusters from the cluster center corresponding to the background.

A. Interest Point Tracking

Selecting good features is critical for tracking features robustly across image frames. To select Shi-Tomasi "good features," let the matrix

\[ G = \sum_{p_x-w_x}^{p_x+w_x} \sum_{p_y-w_y}^{p_y+w_y} \begin{bmatrix} I_x^2 & I_x I_y \\ I_x I_y & I_y^2 \end{bmatrix} \]

be the second-moment matrix of image I about point \( u = (p_x, p_y) \) in the window \( w \) of size \((2w_x + 1) \times (2w_y + 1)\). Then the interest points in I are located at the points \( u_i \) where G is non-singular, and the minimum eigenvalue \( \lambda_{\min} = \min(\lambda_1, \lambda_2) \) of G is above a specific threshold \( \lambda_{th} \).

To provide non-maximal suppression, any interest point \( u_i \) is not considered if there is another interest point \( u_j \) in a 3x3 neighborhood about \( u_i \) with a larger \( \lambda_{\min} \). Finally, any interest points after the first \( n \), sorted in order of decreasing \( \lambda_{\min} \), are not considered.

After interest points in frames \( I(x, y, t) \) and \( I(x, y, t+1) \) have been identified, an interest point \( u_i \) can be tracked from time \( t \) to \( t+1 \) with the Kanade-Lucas algorithm for optical flow. In order to track points across distances on the order of several pixels, we use an iterative implementation with image pyramids [8]; the method is summarized below.

Let \( I^L \) be the pyramid image of I at pyramid level \( L \). Then \( I^L \) is related to the original image I by the relation

\[ u^L = \frac{u}{2^L} \]

where \( u \) is any point in I. The objective is to find the optimal displacement \( s^* \) such that the error function \( \epsilon(s_x, s_y) \) is minimized, that is,

\[ s^* = \arg\min_s \{ \epsilon(s_x, s_y) \} , \]

where the error function

\[ \epsilon(s_x, s_y) = \sum_{p_x-w_x}^{p_x+w_x} \sum_{p_y-w_y}^{p_y+w_y} \left( I^L(p_x, p_y) - J^L(p_x + s_x, p_y + s_y) \right)^2 \]

is the windowed sum-of-squared differences between images \( I^L \) and \( J^L = I^L(t+1) \).

If \( s^{L+1} = g^{L+1} + \nu^K \) is an approximation for \( s^* \) at layer \( L+1 \), then the initial guess for the displacement \( s^K \) is \( \bar{s}^0 = g^L + \nu^K \), where

\[ \nu^0 = [0 0]^T , \]

\[ g^L = 2s^{L+1} = 2(g^{L+1} + \nu^K) . \]

The update rule for \( \nu \) is based on the first-order Taylor approximation for the partial derivative of \( \epsilon(s_x, s_y) \) [8]. For iteration \( k \),

\[ \nu^k = \nu^{k-1} + \eta^k , \]

where

\[ \eta^k = G^{-1} \bar{b}^k , \]

\[ \bar{b}^k = \sum_{p_x-w_x}^{p_x+w_x} \sum_{p_y-w_y}^{p_y+w_y} \left[ \delta^k(p_x, p_y) I^L_x(p_x, p_y) \delta^k(p_x, p_y) I^L_y(p_x, p_y) \right] . \]

\( \delta^k \) is the difference between the images I and J for the displacement \( \pi^{k-1} \), given by

\[ \delta^k(p_x, p_y) = I^L(p_x, p_y) - J^L(p_x + \pi_x^{k-1}, p_y + \pi_y^{k-1}) \]

\[ = I^L(p_x, p_y) - J^L(p_x + g^L_x + \nu^{k-1}_x, p_y + g^L_y + \nu^{k-1}_y) . \]

The iteration terminates either when \( k > K-1 \), or \( ||\eta^k|| \) is less than a specified threshold. The iterative process described above is executed for each layer \( L \in [0, L_m] \), starting from the image-layer \( L_m \) with the guess

\[ g^{L_m} = [0 0]^T . \]

Hence, for the layer \( L = 0 \) corresponding to the original image I, an interest point \( u \) can be found at the point \( u + s^0 \) in J.
B. Velocity Clustering

The result of the optical flow described in the section above is a set of vectors $V$ with elements $v_i = (l_i, \theta_i)$, where $l$ and $\theta$ are given by

\[
l = \sqrt{s_x^2 + s_y^2},
\]

\[
\theta = \arctan(s_y, s_x),
\]

\[
s^0 = (s_x, s_y).
\]

Each element in $V$ corresponds to an interest point $u_i$ tracked from $t$ to $t + 1$, where $s^0$ is the displacement for $u_i$, calculated from the optical flow. Given $V$, its elements can be clustered with respect to $l$ and $\theta$ using a standard $k$-means algorithm. For $k$ traffic streams, the number of clusters should be set to $k + 1$ to account for interest points in the background.

In order for clusters of interest points from traffic streams and the background to be correctly separated, both the background and vehicles in a given traffic stream, should satisfy a "similar motion" criteria. That is, interest points from the background should have small variation in $l$ and $\theta$ between interest points. Likewise, for traffic clusters the variation in motion for vehicles within a given traffic stream must be small. Intuitively, if the motion criteria is violated, the clusters corresponding to different traffic streams, or between a traffic stream and the background, may become mixed. In practice, the motion criteria could be violated by a variety of conditions such as weather, or irregular vehicle movement caused by roadway obstructions.

C. Average speed Determination

Suppose there are $k$ clusters corresponding to traffic steams and a single background cluster. If the cluster centers of the traffic streams are $v_{i,t}, i \in [1,k]$ and the cluster center of the background is $v_{bg}$, then the average velocities of the traffic streams $v_{i,\text{avg}}$ relative to the background are given by

\[
v_{i,\text{avg}} = (l_{i,\text{avg}}, \theta_{i,\text{avg}}),
\]

\[
\theta_{i,\text{avg}} = \arctan(d_y, d_x)
\]

\[
l_{i,\text{avg}} = \sqrt{d_x^2 + d_y^2}
\]

\[
d_x = l_{i,t} \cos \theta_{i,t} - l_{bg} \cos \theta_{bg}
\]

\[
d_y = l_{i,t} \sin \theta_{i,t} - l_{bg} \sin \theta_{bg}.
\]

To convert distance in pixels to speed in kilometers per hour, we use the video frame rate and reference markings from video frames. For a video with frame rate $f$, and the pixel length and actual length of a reference mark are $l_p$ and $l_t$, respectively, the actual speed $s$ of a vehicle that moves $d_p$ in one frame pair is determined by

\[
s = \left( \frac{l_t}{l_p} \right) \times \frac{d_p}{f}
\]

IV. RESULTS

The interest point tracking and velocity clustering process is implemented with C++ and OpenCV 2.4.11 [15]. The test dataset consists of a 70-frame video at $960 \times 540$ resolution, taken at 24 frames-per-second by a UAV traveling above a freeway segment. The ROI is selected to include 6 lanes of traffic moving in two directions, denoted Direction A and Direction B, resulting in a window of $500 \times 250$ pixels (Fig. 1). For the reference mark, we use lane markings with a measured pixel length and actual length of 36 pixels and 6 meters, respectively.

The average traffic speed for frame pairs is detected and then averaged over intervals of five consecutive frame pairs (Table I). Actual traffic speed for a direction is calculated by averaging the speed of every vehicle in that direction (Table II); the speed of individual vehicles is measured manually with an on-screen pixel measure.

Figure 4 shows the errors of the 5-frame average over 70 frames for both traffic directions. The average errors for the two traffic directions over the entire dataset are 11.695% and 10.956% (Table III).

Plots of the clustering results illustrate the separation of interest points in velocity space, and clusters are cleanly separated throughout testing (Fig. 3 and Fig. 2). From visual inspection, the most likely sources of error are (1) points from the background occasionally become mixed into clusters of interest points from traffic, and (2) vehicles with more
TABLE I. PREDICTED TRAFFIC SPEEDS (PIXELS/FRAME).

<table>
<thead>
<tr>
<th>Frame</th>
<th>Direction A</th>
<th>Direction B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-5</td>
<td>5.893</td>
<td>5.796</td>
</tr>
<tr>
<td>6-10</td>
<td>5.796</td>
<td>5.704</td>
</tr>
<tr>
<td>11-15</td>
<td>5.367</td>
<td>5.704</td>
</tr>
<tr>
<td>16-20</td>
<td>5.704</td>
<td>5.704</td>
</tr>
<tr>
<td>21-25</td>
<td>5.704</td>
<td>5.704</td>
</tr>
</tbody>
</table>

TABLE II. ACTUAL TRAFFIC SPEEDS (PIXELS/FRAME).

<table>
<thead>
<tr>
<th>Frame</th>
<th>Direction A</th>
<th>Direction B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-5</td>
<td>4.800</td>
<td>4.942</td>
</tr>
<tr>
<td>6-10</td>
<td>4.942</td>
<td>4.942</td>
</tr>
<tr>
<td>11-15</td>
<td>5.796</td>
<td>5.796</td>
</tr>
<tr>
<td>16-20</td>
<td>4.942</td>
<td>4.942</td>
</tr>
<tr>
<td>21-25</td>
<td>4.942</td>
<td>4.942</td>
</tr>
</tbody>
</table>

Fig. 3. Plots of the k-means input (left) and output (right) for the test frame shown in Fig. 2.

Fig. 4. Error for the 5-frame averages over the dataset for Direction B (left) and Direction A (right).

interest points are weighted more heavily in the average speed calculation.

TABLE III. SUMMARY OF RESULTS

<table>
<thead>
<tr>
<th>Frame</th>
<th>Direction A</th>
<th>Direction B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted speed (km/h)</td>
<td>Actual speed (km/h)</td>
<td>Error (%)</td>
</tr>
<tr>
<td>56.700</td>
<td>63.096</td>
<td>11.596</td>
</tr>
<tr>
<td>61.891</td>
<td>65.304</td>
<td>10.956</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND FUTURE WORK

In this work we propose a method to detect the average speed of traffic streams from UAV aerial video. The method can be divided into two steps, one where interest points are detected and tracked across frames, and another where the motion of interest points is clustered. For the interest point detection and tracking, we extract Shi-Tomasi interest points and track with an iterative optical flow algorithm. Using the optical flow vectors as input, the vectors are k-means clustered based on their speed and direction. The average traffic speed for a traffic stream can be determined by taking the vector difference between the means of the traffic cluster and the cluster corresponding to the background. Experiments on a dataset of 70 frames, taken by a UAV over a segment of freeway, show that the proposed method yields good results with average error less than 12%.

There are several directions for further work, in addition to improvements that would make the proposed method more amenable for use in a real system. We mention in Section III that the motion criteria depends on similar movement of both background and traffic interest points, but we were unable to test and quantify this relationship. In general, the method could also be tested under a wider set of conditions, such as varying weather or time-of-day. At the system level, this work could be combined with methods for automatic reference mark detection and traffic lane detection.
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